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ABSTRACT
We examine early labor market adjustments in the period associated with generative
AI (Artificial Intelligence) introduction by comparing employment dynamics in the
U.S. (United States) and the E.U. (European Union). Using large-scale workforce
data linked to task-based AI exposure measures, we estimate within-firm employ-
ment reallocation by seniority and occupation while absorbing firm-level shocks.
Across both regions, early-career employment contracts after 2022, with systemat-
ically larger relative declines in higher-exposure groups. Once firm-level shocks are
controlled for, the magnitude of the declines is similar across the U.S. and E.U.
Moving beyond exposure-quintile aggregation to an occupation-level framework re-
veals substantial heterogeneity that aggregate analyses obscure. Within the same
occupation, employment responses vary across seniority levels. Correlation analyses
show that exposure-linked contraction in Europe is more closely associated with
changes in entry-level classes, while in the United States it is concentrated in large,
high-exposure occupational groups.
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1. Introduction

Generative AI has diffused unusually quickly into knowledge work, accelerating
long-running debates about whether advanced automation will primarily augment
workers or displace them, and on what margins adjustment will occur (Bick, Blandin,
and Deming 2024; Hampole et al. 2025). For labor markets, a key near-term challenge
is empirical: measured “exposure” to AI capabilities is not itself an outcome.
Exposure scores can help create hypotheses about where adjustment pressure should
be greatest, but realizing those pressures in employment data depends on adoption
pathways, complementary investments, institutions, and firms’ internal labor market
design (Eloundou et al. 2024; Manning 2025). We thus focus on connecting exposure
measures to observed employment adjustments in a way that separates within-firm
reallocation from broad firm-level shocks, and we do so in a cross-Atlantic setting
where differences in institutions and regulatory environments plausibly shape diffusion
and organizational response.

Classic approaches map occupational task requirements to computerisation risk
(Frey and Osborne 2017) and later work links evolving AI capabilities to patents
and tasks to produce exposure measures that can change over time (Webb 2019;
Felten, Raj, and Seamans 2021). For large language models, Eloundou et al. (2024)
provide a widely used rubric that maps O*NET (Occupational Information Network)
tasks to LLM (Large Language Models) feasibility under alternative interface
assumptions, and Labaschin et al. (2025) extends this logic to firms by combining
occupation-level exposure with workforce composition. Field and experimental studies
show substantial productivity gains from AI assistance, often with heterogeneity by
experience, consistent with AI affecting the effective task frontier and the relative
productivity of junior workers (Brynjolfsson, Li, and Raymond 2025; Noy and Zhang
2023; Dell’Acqua et al. 2023). While these studies try to gauge how AI can change
task productivity, they do not identify how firms adjust headcount composition
across occupations and career stages at scale. A central contribution on this is
given by Brynjolfsson, Chandar, and Chen (2025), documenting relative employment
declines for more exposed early-career groups in the U.S. Beyond the United States,
evidence is emerging but remains comparatively thin and heterogeneous across
contexts (Kauhanen, Maliranta, and Nurmi 2024; Guarascio, Stoellinger et al. 2025;
Klein Teeselink 2025). This motivates a cross-Atlantic analysis that is harmonized in
data construction, exposure measurement, and identification strategy.

This work targets two research questions. R1 asks how to compare employment
adjustments following the introduction of AI between the United States and the Eu-
ropean Union under a like-for-like design. To do so, we construct large-firm workforce
panels from Revelio Labs microdata and implement a firm-by-exposure-quintile event-
study specification in the spirit of Brynjolfsson, Chandar, and Chen (2025). R2 asks
how employment reallocation differs across occupations in the period surrounding the
release of generative AI tools, and how these dynamics compare between the United
States and the European Union. The results reveal substantial heterogeneity in occu-
pational responses on both sides of the Atlantic: Labor adjustment in the AI era is
characterized less by uniform employment changes and more by shifts in the internal
composition of work, including across seniority groups. These occupation-level pat-
terns provide a direct view of labor reallocation and complement the aggregate and
quintile-based evidence by showing where, within bigger groups, employment expands
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or contracts.

2. Related Literature

When investigating the impact of AI on the workforce, a first branch of re-
search focuses on measuring job exposure to AI through task content. Canonical
“computerisation”-style approaches map occupational task requirements into au-
tomation risk or susceptibility scores (Frey and Osborne 2017). Subsequent work
refines this idea by linking AI capabilities to the content of patents and tasks,
yielding measures of exposure that vary across occupations and time as the frontier
of AI advances (Webb 2019; Felten, Raj, and Seamans 2021). For LLMs specifi-
cally, Eloundou et al. (2024) propose a rubric that matches O*NET tasks to LLM
capabilities and interface assumptions (LLM only versus LLM plus complementary
software), providing occupation-level exposure scores that have become a common
input to recent empirical designs. Complementary cross-country evidence suggests
that measured exposure varies systematically with development stages, reflecting
both task composition and skill distributions (Lewandowski, Madoń, and Park 2025).
A last line of work emphasizes that such exposure exercises should be interpreted as
forward-looking “automation evaluations” with important limitations, and argues for
empirically grounded validation using observed adoption and labor market outcomes
(Manning 2024).

A second branch of the literature estimates realized impacts of generative AI in
specific workplaces and task environments. Field and quasi-experimental evidence
generally find sizable productivity gains from AI assistance, with strong heterogeneity
by skill and experience. In a customer support setting, the introduction of a genera-
tive AI assistant raises productivity and disproportionately benefits novice workers,
consistent with AI acting as a “skill equalizer” within the occupation (Brynjolfsson,
Li, and Raymond 2025). Controlled experiments on writing-intensive tasks similarly
show large reductions in completion time and improvements in output quality when
workers can use ChatGPT (Noy and Zhang 2023). However, evidence also emphasizes
that benefits depend on whether tasks lie within the model’s effective capability
frontier; when tasks exceed that frontier, AI access can reduce accuracy and degrade
performance (Dell’Acqua et al. 2023). Beyond office settings, industrial settings where
AI is embedded in larger logistic, robotic, or manufacturing systems are starting to
see wide adoption (Boysen and de Koster 2024). These micro settings are informative
about mechanisms, but they do not directly identify economy-wide employment effects.

A third and rapidly expanding branch studies early labor market outcomes
using high-frequency administrative data, online labor markets, job postings, and
representative surveys. Using employee data and designs that absorb firm-level
shocks, Brynjolfsson, Chandar, and Chen (2025) document sharp relative employ-
ment declines among U.S. early career workers in more exposed occupations, with
adjustments occurring primarily through employment rather than compensation.
Related work combines employer-level panels with sectoral variation in exposure and
finds evidence consistent with wage and employment gains in more exposed sectors
during earlier workplace AI tool rollouts, suggesting that the sign of short run effects
may depend on adoption timing and whether AI is used for augmentation versus
automation (Johnston and Makridis 2025). Job posting evidence points in the same
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direction: generative AI reduces demand in automation-prone occupations while
increasing demand in augmentation-prone ones, and it reshapes skill requirements
within postings (Chen, Srinivasan, and Zakerinia 2025). On online labor platforms,
multiple studies show reallocation rather than uniform contraction, with declining
demand for some substitutable tasks and rising demand for complementary skills
(Demirci 2025; Teutloff et al. 2025). Survey-based measurement of adoption indicates
that diffusion has been unusually rapid relative to past general-purpose technolo-
gies, which increases the importance of near real-time monitoring of employment
outcomes (Bick, Blandin, and Deming 2024; Hartley et al. 2024). In parallel,
policy-focused synthesis work argues for combining such monitoring with institutional
“adaptive capacity” to manage potentially rapid transition dynamics (Manning 2025).

Evidence outside the United States remains thinner but is emerging quickly. Ad-
ministrative population data from Finland finds economically small and statistically
indistinguishable effects on wages and employment between more and less exposed
occupations in the first two years after ChatGPT’s release (Kauhanen, Maliranta, and
Nurmi 2024). On the other hand, for the United Kingdom, employment reductions
concentrated in junior positions and were driven by curtailed hiring, aligning with
the early career channel emphasized in U.S. payroll data (Klein Teeselink 2025). At
a broader regional level, studies on European regions document substantial hetero-
geneity in AI exposure driven by structural factors such as sectoral specialisation,
innovation capacity, productivity, and workforce skills. Using a cluster-based typology
of regions, this work argues that areas with strong innovation systems may experience
employment gains through complementarity with existing production structures,
while peripheral regions face structural constraints that could, over time, widen
regional disparities in the European Union (Guarascio, Stoellinger et al. 2025).

Evidence from prior technological transitions motivates several complementary em-
pirical needs that this thesis targets. First, the computer and internet era literature
shows that technology-driven restructuring is not well captured by aggregate firm
or economy-wide trends alone (Machin and Van Reenen 1998; Michaels, Natraj, and
Van Reenen 2014). Second, comparative work on the ICT (Information and Com-
munication Tech) productivity era highlights that the United States and Europe can
experience meaningfully different propagation of the same general purpose technology
because of differences in sectoral composition, competitive environment, and comple-
mentary intangible investments, implying that cross-Atlantic contrasts are central for
interpretation rather than a robustness afterthought (van Ark, O’Mahony, and Tim-
mer 2008). Finally, historical accounts of the Industrial Revolution emphasize that the
timing of productivity gains versus wage and employment adjustment can be asyn-
chronous, with potential “pauses” in broad-based worker gains even as output rises,
motivating the need to understand different time-based implications across regions
(Allen 2009). By leveraging large-scale worker and firm microdata and harmonized
exposure measures, we provide a unified U.S.-E.U. view of employment reallocation
dynamics by career stage, with a design that is explicitly built to detect the within-firm
composition shifts and cross-region differences that have characterized past technolog-
ical revolutions.
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3. Data

This section describes the three primary data components used in the study. First, we
introduce O*NET as the task and occupation backbone used throughout the paper.
Second, we describe the exposure-score layers mapped to O*NET tasks and occupa-
tions, including a share-weighted extension developed in this work. Third, we document
the Revelio Labs data used to construct the firm-by-month employment panels for the
U.S. and European Union samples.

3.1. O*NET Occupational Data

The Occupational Information Network is the leading repository of standardized oc-
cupational descriptors in the United States. It serves as a foundational taxonomy for
empirical work on task composition, skills, and technology exposure (National Center
for O*NET Development 2024). O*NET contains on the order of tens of thousands
of job titles consolidated into about one thousand detailed occupational profiles. Each
occupational profile decomposes work into hierarchical elements across multiple levels
of granularity. At the finest task level, O*NET provides a large set of task statements
describing specific activities workers perform, which can be aggregated into higher-
level groupings such as Detailed Work Activities (DWAs). A significant input for the
subsequent methodology is the ”task ratings” component of O*NET, which provides
survey-based ratings used as a proxy to infer how work share is distributed across tasks
within occupations. These ratings are used in Subsection 3.2.3 to construct task-share
allocations. Additional details on O*NET survey protocols, table extracts used, and
the mapping logic employed in this paper are documented in Appendix A.

3.2. Exposure Scores

This section outlines the construction of occupation-level exposure measures, moving
from rubric-based task exposure scores to sentiment and share-weighted extensions
that capture variation in both task importance and exposure over time.

3.2.1. Rubric-Based LLM Exposure Scores

The baseline LLM exposure measures used in the recent labor literature are by
Eloundou et al. (2024). Their core contribution is an expert rubric that labels
O*NET tasks according to whether a large language model can substantially reduce
the time required to complete the task at a fixed quality threshold. The rubric
further distinguishes between exposure achievable through standalone chat-based use
and exposure requiring complementary software integration. Task-level labels are
aggregated to occupation-level exposure measures by averaging across tasks within
an occupation. A key implicit assumption in this aggregation is that tasks within
an occupation are equally important, which can be restrictive given substantial
heterogeneity in time allocation across tasks. To address this, we construct an
exposure metric that is weighted by task-share using allocation weights πt,o inferred
from O*NET task frequency data following the procedure in Bouquet, Bagnoli, and
Sheffi (2025). O*NET characterizes task execution through a two-stage survey in
which incumbents first report task relevance and, conditional on relevance, report
execution frequency on an ordinal scale. We convert these frequencies into expected
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annual occurrence counts using a fixed annualization mapping and normalize within
occupations to obtain weights πt,o that sum to one.

Each task t is assigned an exposure category. Let E0 denote no exposure, E1 denote
direct exposure (LLM via chat reduces task time by at least 50 percent at the quality
threshold), and E2 denote LLM plus exposure (additional LLM powered software
could reduce task time by at least 50 percent). Following Eloundou et al. (2024), we
construct three task-level measures, which bracket exposure:

αt =

{
1 if t ∈ E1

0 otherwise
(1)

βt =


1 if t ∈ E1

0.5 if t ∈ E2

0 if t ∈ E0

(2)

γt =

{
1 if t ∈ E1 or t ∈ E2

0 if t ∈ E0
(3)

Here, α is a lower bound (direct exposure only), β is a mid-range measure (partial
weight on LLM plus), and γ is an upper bound (full weight on both E1 and E2).

Let T (o) be the set of tasks in occupation o. The original approach aggregates by
an unweighted mean across tasks:

αo =
1

|T (o)|
∑

t∈T (o)

αt, βo =
1

|T (o)|
∑

t∈T (o)

βt, γo =
1

|T (o)|
∑

t∈T (o)

γt. (4)

We instead weight each task by the share of the workday it occupies, computed
as in Bouquet, Bagnoli, and Sheffi (2025). Let πt,o ∈ [0, 1] denote the share of total
work in occupation o allocated to task t, with

∑
t∈T (o) πt,o = 1. Our task-share rubric

exposure measures are:

αTW
o =

∑
t∈T (o)

πt,o αt, βTW
o =

∑
t∈T (o)

πt,o βt, γTW
o =

∑
t∈T (o)

πt,o γt. (5)

Intuitively, αTW
o represents the share-weighted exposure of occupation o. Rather

than treating all tasks within an occupation as equally important, αTW
o aggregates

task-level exposure scores αt using the share of the workday πt,o that workers in
occupation o spend on each task t. Figure 1 compares the unweighted rubric scores to
their share-weighted counterparts. The correlations are high (0.930 for α, 0.971 for β,
0.980 for γ), indicating that introducing πt,o substantially changes which tasks drive
exposure within a given occupation, but does not, in aggregate, overturn the overall
occupation level exposure patterns or ranking.
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Figure 1. Unweighted rubric based exposure scores from Eloundou et al. (2024) versus
share-weighted rubric scores constructed using O*NET task-share allocation weights
πt,o (Bouquet, Bagnoli, and Sheffi 2025). Each point is an occupation.

Task-share weighting addresses the within-occupation allocation problem, but
rubric-based measures remain a largely static snapshot of technical feasibility at a
given model vintage, locked at a specific point in time. Rubric labels are discrete
and expert-assigned, which can miss gradual shifts in capability, heterogeneity in real-
world implementation, and changes in demand side emphasis that are visible in higher
frequency text, such as news articles. For these reasons, we decided to maintain the
share-dependent task approach, but look elsewhere for the exposure metric.

3.2.2. Sentiment-Based Exposure Scores

To address the static nature of rubric-based measures, we consider sentiment-based
exposure scores derived from the tone of news coverage about tasks and jobs. The key
idea is to treat news sentiment regarding AI-enabled substitutions or augmentations as
a dynamic proxy for evolving automation pressure, enabling historical trend analysis
and near-real-time monitoring (Bouquet, Sheffi, and Kaboli 2026).

3.2.3. Share-Weighted Sentiment Exposure (Novel Approach)

Finally, we construct a sentiment-share exposure measure that re-weights task expo-
sure by inferred shares, rather than treating each task within an occupation as equally
important. Let an occupation o consist of tasks t ∈ T (o). We define the share-weighted
occupation exposure as:

XTW
o =

∑
t∈T (o)

πt,o xt,o. (6)

Let xt,o denote a task-level sentiment exposure metric (tasks are occupation-
specific), and πt,o ∈ [0, 1] denote the share of total work in occupation o allocated
to task t, with

∑
t∈T (o) πt,o = 1. Empirically, we successfully construct share-weighted

sentiment exposure scores for 796 job titles. As a validation check, the resulting share-
weighted sentiment exposure is positively correlated with the benchmark rubric-based
β exposure measure from Eloundou et al. (2024), with a Spearman correlation of 0.576,
indicating meaningful agreement in broad exposure patterns while allowing sentiment
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and share allocation to introduce additional variation in exposure intensity. As a de-
scriptive summary of the resulting job-level distribution, Appendix B reports basic
statistics and the ten most and least exposed job titles.

3.3. Revelio Labs Workforce Microdata

Revelio Labs compiles and harmonizes online résumé data and related sources to pro-
duce measures of employment stocks and flows across firms, geographies, and occupa-
tions. This data source has been used in related work linking LLM exposure measures
to firm-level employment structures, which provides external support for the suitabil-
ity of Revelio as a backbone for firm-by-occupation measurement (Labaschin et al.
2025).

3.3.1. Firm Universe

The empirical analysis focuses on large firms, motivated by two considerations. First,
large firms provide more stable month-to-month occupation counts, which is important
for the fixed-effect specifications used later in the paper. Second, downstream estima-
tion requires filtering on minimum occupation-by-firm cell sizes to ensure numerical
stability and convergence, implying that an initial restriction to larger firms is coher-
ent with the final estimation sample. Operationally, we start from a Dow Jones-based
firm list (30 constituents) as a small, comprehensive (firms from most industries), and
well-understood universe that enables rapid validation of the data pipeline (informa-
tion on the Dow dataset is available in Appendix C). We then extend the logic to the
comprehensive U.S. and E.U. datasets (Appendix D).

3.3.2. Geographic Scope, Timeframe, and Seniority Definition

Figure 2 displays the geographic distribution of observed workforce counts in the
constructed sample across the United States and separate E.U. countries.

Figure 2. Geographic distribution of the workforce in the constructed sample across
the United States and individual E.U. countries.

The observation window spans from January 2021 through October 2025, provid-
ing a sufficiently long pre-period to characterize baseline labor demand and workforce
composition, and a multi-year post-period to capture medium-run adjustment. Fol-
lowing the empirical timing used in the recent literature on generative AI and labor
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market outcomes (Brynjolfsson, Chandar, and Chen 2025), we treat October 2022
(ChatGPT was released to the public in November 2022) as the last pre-shock month
and use the subsequent period to examine whether differential dynamics by exposure
emerge once frontier LLM capabilities begin to diffuse. Operationally, we therefore in-
dex outcomes to October 2022 in descriptive plots and interpret deviations thereafter
as post-shock dynamics, while acknowledging that adoption timing is heterogeneous
across firms and occupations and that any realized effects may unfold gradually. We
stratify workers by seniority using Revelio Labs’ model-based seniority measure, which
maps a continuous score into seven ordinal categories that we re-label and aggregate
into six seniority groups for use throughout the analysis.

Table 1. Mapping between Revelio Labs seniority levels and analysis seniority groups

Seniority Analysis seniority group Revelio Labs seniority level(s)

1 Early Career 1 Entry Level

2 Early Career 2 Junior Level

3 Developing Associate Level

4 Mid Career 1 Manager Level

5 Mid Career 2 Director Level

6 Senior Executive Level; Senior Executive Level

3.3.3. U.S. and E.U. Sample Construction

We construct the final E.U. and U.S. datasets from Revelio in three steps. First, we
define a large-firm universe by selecting firms above a minimum scale threshold: we
compute total employment by firm for a reference month and retain firms with more
than 500 positions (a position is different from a unique employee, where a single
employee can occupy more positions in a company, at different times). Second, within
this large-firm universe, we measure each firm’s geographic footprint by checking
whether it exceeds 300 positions in the E.U., the U.S., or both regions. Third, we build
two region-specific position panels by appending individual-level position records from
qualifying firms. The dataset includes occupation codes, inferred seniority, job start
and end dates, and individual-level attributes. The E.U. dataset includes all position
records whose country is in the E.U. list for firms with more than 300 employees in
the E.U. In comparison, the U.S. dataset includes all position records whose country
is the United States for firms with more than 300 positions in the U.S. Importantly,
firms that exceed the 300-position threshold in both regions contribute records to
both datasets: the firm therefore appears in both geographies, and its position records
are split by worker location, reflecting multinational employment structures.

This procedure yields the following large-company panels between 2015 and 2025
(we take a wider time-frame than the observation window to study workforce dy-
namics before filtering to January 2021 - October 2025). The E.U. dataset contains
21,369,981 position records, 12,808,411 unique employees, and 2,150 companies. The
U.S. dataset contains 47,645,193 position records, 28,235,297 unique employees, and
3,907 companies. More information on the regional datasets and company descriptive
statistics can be found in Appendix D. By construction, these panels describe employ-
ment dynamics within large firms rather than the full workforce in each region. For
context, U.S. total employment is on the order of 161 million workers (U.S. Bureau of
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Labor Statistics 2025), while E.U. employment is close to 200 million in recent quar-
terly labor market statistics (Eurostat 2025). The large-firm focus can be particularly
restrictive in economies with a substantial small and medium enterprise sector, such
as Italy, where SMEs (Small and Medium Enterprises) are an important object of
official statistical measurement and a meaningful share of economic activity (ISTAT
2025). The implications of this sampling frame for external validity are discussed in
the discussion section.

4. Methods

This section presents methods used to measure post-2022 changes in employment
composition and relate them to independently constructed AI exposure measures. We
implement two complementary designs. We estimate a firm by exposure quintile event
study that follows the core specification in Brynjolfsson, Chandar, and Chen (2025).
This design asks whether, within the same firm and month, employment in more ex-
posed occupational groups evolves differently from employment in less exposed groups
after the onset of the generative AI era. We then extend our study to an occupation-
based analysis. This design produces a job-specific post-2022 reallocation measure that
does not use exposure scores in the regression itself. Exposure measures are used only
for benchmarking in a second step, which helps separate the identification of employ-
ment reallocation from assumptions embedded in any specific exposure metric.

4.1. Exposure Quintiles

Let xo denote an occupation level AI exposure score for occupation o. We use the sen-
sitivity task-share scores to construct exposure quintiles. Operationally, we assign each
occupation to q(o) ∈ {1, 2, 3, 4, 5}, where q(o) = 5 indicates the most exposed quin-
tile and q(o) = 1 the least exposed quintile. We then map these pre-defined quintile
assignments to the full E.U./U.S. datasets via the O*NET SOC (Standard Occupa-
tion Classification) code. The Revelio dataset already provides for each worker the
SOC code for both the E.U./U.S. datasets. All worker position records with the same
O*NET code inherit the same quintile label. Because quintile boundaries are defined
at the occupation type level, each quintile contains approximately one fifth of occu-
pations, but the resulting distribution of employees across quintiles is generally not
uniform, since employment is concentrated in some occupations and sparse in others.

4.2. Firm by Quintile Event Study with Firm–Time Effects

For each firm f , exposure quintile q, and calendar month t, define the outcome yf,q,t
as the number of employees in firm f at time t whose occupation maps to exposure
quintile q. The specification models the conditional mean of this count using a Poisson
log link, which accommodates zero outcomes without taking logs of realized counts
(Chen and Roth 2024). Following Brynjolfsson, Chandar, and Chen (2025), we estimate
a Poisson event-study regression. Let t index calendar months and let τ ≡ t−t0 denote
event time in months relative to the reference date t0, defined as the final pre-period
month (October 2022). Thus, τ = 0 corresponds to the first post-period month and
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τ = −1 is the omitted reference period. The estimating equation is:

logE[yf,q,t | X] = αf,q + βf,t +
∑
q′ ̸=1

∑
τ ̸=−1

γq′,τ · 1{q = q′}1{t− t0 = τ}. (7)

The components of equation (7) have a direct interpretation.

(1) αf,q are firm-by-quintile fixed effects. They absorb time-invariant differences in
how a firm staffs different exposure quintiles, such as persistently higher employ-
ment in low-exposure roles for some firms and persistently higher employment
in high-exposure roles for others.

(2) βf,t are firm-by-month fixed effects. They absorb all firm-wide shocks at each cal-
endar date, including demand fluctuations, reorganizations, and macroeconomic
conditions that affect employment across all exposure quintiles within the firm
in that month.

(3) γq,τ are the coefficients of interest. They measure differential changes in expected
employment for exposure quintile q at event time τ , relative to the omitted
reference group, which is exposure quintile 1 in the reference month τ = −1.

Because equation (7) includes both firm-by-quintile and firm-by-month fixed effects,
identification comes entirely from within-firm, within-month variation. Intuitively, the
coefficients compare how employment in more exposed quintiles evolves relative to
less exposed quintiles inside the same firm at the same point in time, before and
after the reference date. This structure removes confounding from firm-level shocks
and isolates differential employment dynamics across exposure groups within firms.
At the same time, the coefficients should not be interpreted mechanically as causal
effects of generative AI. A causal interpretation would require a parallel-trends-type
condition: absent the post-2022 technology shock, employment in different exposure
quintiles within the same firm would have evolved similarly after conditioning on αf,q

and βf,t. We therefore interpret γq,τ as differential employment dynamics across ex-
posure groups in a post-AI-introduction era. Equation (7) is estimated by Poisson
pseudo-maximum likelihood (PPML). PPML is consistent under correct specification
of the conditional mean even when the conditional variance departs from the Poisson
assumption, and it is well suited to settings with multiplicative structure and het-
eroskedasticity (Santos Silva and Tenreyro 2006). Standard errors are clustered at the
firm level. The PPML regression sample is constructed separately for each seniority
group and includes only firms that satisfy three conditions: (i) a minimum of 10 po-
sitions in every month of the analysis window, (ii) at least 100 cumulative positions
in each AI exposure quintile over the full period, and (iii) complete support across all
five exposure quintiles. These restrictions ensure stable identification of firm–month
and firm–quintile fixed effects and prevent estimates from being driven by firms with
sparse or highly unbalanced exposure composition.

4.3. Occupation Level Within Firm Reallocation With an Offset

To study within-firm reallocation at a more granular level, we estimate a second spec-
ification at the occupation level that conditions on total firm employment. Let yf,o,t
denote employment in occupation o at firm f in month t, and let total firm employment
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be Yf,t =
∑

o yf,o,t. We estimate the following PPML model:

logE[yf,o,t | X] = log Yf,t + αf,o +
∑
k ̸=−1

δo,k · 1{t ∈ k}. (8)

where log Yf,t enters as an offset with a coefficient fixed at one, and αf,o are
firm-by-occupation fixed effects. Each component of equation (8) captures a distinct
object. The offset log Yf,t conditions on total firm employment in a given month,
so that identification comes from how a firm allocates a fixed employment mass
across occupations rather than from overall firm expansion or contraction. The fixed
effects αf,o absorb time-invariant differences in how firms staff particular occupations.
Finally, the event-time coefficients δo,k capture changes in the within-firm employment
share of occupation o at event-time bin k, relative to the omitted pre-period reference
bin.

This specification is designed to isolate changes in occupational composition within
firms after 2022, while remaining agnostic about the correct measure of AI exposure
in the first-stage regression. Because the model conditions on total firm employment
but does not include firm-by-month fixed effects, it should be interpreted as con-
trolling for firm-level scale rather than fully absorbing all firm-time shocks that may
affect occupational composition. We therefore view the resulting δo,k as descriptive
measures of within-firm reallocation patterns over time, which can subsequently be
related to independently constructed exposure measures. For this analysis, we restrict
the sample to (i) firms with at least 10 positions in every month of the analysis win-
dow, (ii) occupation-seniority pairs with at least 10 total positions across all firms in
every month, and (iii) occupation-seniority pairs with at least 100 firm-month obser-
vations available for estimation. These restrictions ensure stable estimation and limit
the influence of sparsely populated occupation cells.

5. Results

We start by comparing the alternative exposure metrics within the Dow Jones firm
sample, documenting how rubric, rubric-share, and sentiment-share measures align
across seniority levels. After this, we scale the analysis to a cross-region comparison
between the United States and the European Union, grouping the workforce into ex-
posure quintiles to study how employment dynamics differ across the exposure distri-
bution. Finally, we move down to the occupation level to identify which job categories
account for the aggregate patterns, and to extract the most granular insights on where
exposure is translating into differential labor market adjustments.

5.1. Share Weighted Exposure Metrics

To characterize how LLM shock translates into occupational labor market adjust-
ment, we investigate two complementary share-weighted exposure measures. Figure 3
illustrates the resulting employment dynamics in the DOW for the Early Career
2 (EC2) group, which we highlight because it combines large employment mass
with meaningful heterogeneity in exposure. The full seniority panel set is reported
in Appendix E. In EC2, the share-weighted sentiment score generates an exposure
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ordering that is organically aligned with what one would expect: higher exposure
quintiles display systematically different post-shock trajectories relative to lower
exposure quintiles.
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are reported in Appendix E1.

20
21

-01

20
21

-07

20
22

-01

20
22

-07

20
23

-01

20
23

-07

20
24

-01

20
24

-07

20
25

-01

20
25

-07

0.90

0.95

1.00

1.05

He
ad

co
un

t

Q1
Q2
Q3

Q4
Q5
Overall
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rubric exposure, EC2. Full six
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in Appendix E2.
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Figure 3. EC2 employment dynamics by exposure quintile under three exposure con-
structions. Headcount is normalized to October 2022. The vertical marker denotes the
ChatGPT release window.

Across the three exposure constructions, employment declines for Early Career 2
workers are broadly similar in magnitude, but differ in how clearly they stratify across
exposure quintiles. In particular, the share-sentiment measure yields a monotonic
ordering of employment shifts across all five quintiles (Table 2), with progressively
larger declines at higher exposure levels. The patterns suggest that combining share-
weighting with sentiment information produces exposure groupings whose relative dy-
namics align more closely with the intended exposure ranking. We therefore use the
share-sentiment exposure as the primary metric in the comparative U.S.-E.U. analysis
that follows.

Table 2. Early Career 2 employment shifts by AI exposure quintile

Exposure Quintile

Exposure measure Q1 Q2 Q3 Q4 Q5

Panel A: Last-period shift (Oct 2025)

Eloundou (unweighted) −0.0537 −0.0686 −0.0654 −0.0907 −0.0923

π-weighted rating −0.0694 −0.0920 −0.0983 −0.0936 −0.1025

π-weighted sentiment −0.0192 −0.0725 −0.0916 −0.1174 −0.1238

Panel B: Average post-baseline shift (Oct 2022–Oct 2025)

Eloundou (unweighted) −0.0262 −0.0209 −0.0360 −0.0489 −0.0554

π-weighted rating −0.0349 −0.0330 −0.0595 −0.0498 −0.0623

π-weighted sentiment −0.0127 −0.0397 −0.0579 −0.0598 −0.0684
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5.2. E.U. vs U.S. - Quintile-Based

5.2.1. Sample construction and coverage

After restricting the raw position records to the common analysis window (January
2021 to October 2025) and applying firm cleaning described in Section 4.2, the U.S.
dataset contains 21,318,095 position records. This sample already reflects a non-trivial
coverage constraint on exposure measurement: approximately 22% of SOC titles are
excluded because they lack sufficient task and occupation metadata to compute the
exposure score used in this work. For the E.U. panel, the final sample comprises
9,462,370 position records.

5.2.2. Raw Employment Dynamics

Figure F1 and Figure F2 report raw employment dynamics by seniority group and AI
exposure quintile, shown separately for the European Union and the United States. In
both regions, the sharpest post-period contraction occurs among early-career workers.
Employment for Early Career 1 declines steadily after late 2022, reaching cumulative
losses of 8.1 percent in the E.U. and 8.6 percent in the United States by October 2025
relative to the October 2022 baseline. A similar pattern emerges for Early Career 2,
with employment falling by approximately 6.4 percent in the E.U. and 7.2 percent
in the United States over the same period. In this group, the contraction is clearly
stratified by exposure, with higher AI exposure quintiles exhibiting faster and more
persistent declines throughout most of the post period. In contrast, Developing workers
experience pronounced expansion in both regions. After a steady pre-period increase,
employment accelerates following October 2022, resulting in cumulative growth of
approximately 17.2 percent in the E.U. and 10.3 percent in the United States by the
end of the sample. The remaining seniority groups display more muted dynamics.
Employment for Mid Career 1 and Mid Career 2 rises modestly through 2023 before
flattening or slightly declining thereafter. For Senior workers, raw employment growth
is more pronounced, though less tightly linked to exposure than in earlier career stages.

5.2.3. Regression-Adjusted Effects

Figure 4 and Figure 5 compare, in the E.U. and the U.S., respectively, raw normalized
employment differences by quintile and (ii) regression-adjusted quintile coefficients
with 95% confidence intervals, for each seniority group. Tables reporting the underly-
ing numeric estimates are provided in Appendix F.

A consistent pattern emerges in both regions for Early Career 1 and Early Career
2 : higher exposure groups experience a statistically meaningful relative decline versus
Quintile 1 by the end of the sample. In the E.U., for EC2, the last period (October
2025) regression adjusted effects are approximately -5.01% for Quintile 4 and -4.04%
for Quintile 5 (both statistically significant). In the U.S., for the same seniority,
the corresponding last period effects are approximately -5.06% for Quintile 4 and
-5.28% for Quintile 5 (both statistically significant). For Early Career 1, both regions
show smaller but still negative end-of-sample effects for the most exposed groups,
with statistical significance concentrated in Quintiles 4 and 5. In the E.U., the last
period effects are approximately -2.80% (Quintile 4) and -3.20% (Quintile 5), both
statistically significant. In the U.S., the last period effects are approximately -2.78%
(Quintile 4) and -3.12% (Quintile 5), both statistically significant.
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For Developing, raw series show large positive growth that is strongly stratified by
exposure, but regression-adjusted effects are substantially smaller and often change
sign. This is one of the most interesting findings we observe, and a motivation to
extend to the occupation level analysis to gather more understanding of this case. In
the E.U., only Quintile 3 exhibits a positive and statistically significant end-of-sample
effect (approximately +3.88%), while Quintile 4 is negative and statistically significant
at the end of the sample (approximately -2.94%). In the U.S., Quintiles 2 and 3 are
positive and statistically significant at the end of the sample (approximately +1.86%
and +8.44%), while Quintiles 4 and 5 are modestly negative but not statistically
distinguishable from zero at conventional levels.

For Mid Career groups, the E.U. and U.S. diverge more in inference, but share a
common theme: relative effects are generally modest and sensitive to firm controls. In
the E.U.,Mid Career 1 shows positive and statistically significant end-of-sample effects
for Quintiles 3 and 4 (approximately +5.55% and +3.16%), while Mid Career 2 shows
statistically significant end-of-sample effects across Quintiles 3 to 5 (approximately
+4.26%, +2.76%, +3.95%). In the U.S., Mid Career 1 shows positive and statistically
significant end-of-sample effects for Quintiles 2 to 4, while Mid Career 2 effects are
close to zero and not statistically significant at the end of the sample. Finally, for Se-
nior, both regions show a pronounced gap between raw trends and regression-adjusted
effects. Raw series suggest strong relative growth for highly exposed senior roles, but
after controlling for firm shocks, the estimated effects are small and not statistically
different from zero at the end of the sample.

15



0.2

0.1

0.0

0.1

0.2
(a

) 
Ea

rl
y 

Ca
re

er
 1

Quintile 2
Raw (no controls)
Regression (w/ controls)

Quintile 3 Quintile 4 Quintile 5

0.2

0.1

0.0

0.1

0.2

(b
) 

Ea
rl

y 
Ca

re
er

 2

0.2

0.1

0.0

0.1

0.2

(c
) 

D
ev

el
op

in
g

0.2

0.1

0.0

0.1

0.2

(d
) 

M
id

-C
ar

ee
r 

1

0.2

0.1

0.0

0.1

0.2

(e
) 

M
id

-C
ar

ee
r 

2

2021 2022 2023 2024 2025
Date

0.2

0.1

0.0

0.1

0.2

(f
) 

Se
ni

or

2021 2022 2023 2024 2025
Date

2021 2022 2023 2024 2025
Date

2021 2022 2023 2024 2025
Date

Figure 4. E.U.: raw normalized differences versus regression-adjusted PPML effects by
seniority and exposure quintile.
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Figure 5. U.S.: raw normalized differences versus regression-adjusted PPML effects by
seniority and exposure quintile.

5.2.4. Robustness Checks

We assess the robustness of our empirical strategy by re-estimating the U.S.-E.U.
specifications on three systematically restricted subsamples: gender, ethnicity, and
technology-oriented occupations. The objective is to verify whether the qualitative
patterns of AI-exposure-related employment dynamics are sensitive to workforce com-
position or task environment. Across all subsamples, the estimated dynamics remain
highly consistent with the baseline results. As illustrated in Appendix G, splitting the
sample by gender (male vs. female, separately for the E.U. and the U.S.) yields vir-
tually identical trajectories, with wider confidence intervals reflecting reduced sample
size. Analogous stability is observed for all subsets.
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5.3. E.U. vs U.S. – Occupation Based

For the occupation based analysis, we proceed by working with two subsets of the main
datasets described earlier. First, we analyze a sample of 800 firms randomly drawn
in the European Union and the United States. Second, we focus on a concentrated
sample consisting of the 300 largest firms by baseline employment in each region.
This allows us to distinguish patterns that are representative of the broader firm
population from those that are driven by large, systemically important employers.
By conditioning on narrowly defined O*NET occupations, the occupation-based
framework allows us to study heterogeneous employment adjustments within a single
job category, abstracting from compositional shifts across occupations. In particular,
it enables us to trace how employment responses in the age of AI differ across seniority
levels and regions within the same occupation. To illustrate the value of this approach,
we focus on the O*NET occupation Customer Service Representatives (43-4051.00),
which is especially well suited for within-occupation analysis given its large employ-
ment base, clear seniority structure, and exposure to large language model capabilities.

The event-study results for the randomly sampled set of 800 firms are broadly
similar across regions (visible in Figure H3 and Figure H4). In both the European
Union and the United States, employment responses for Early Career 1 and Early
Career 2 follow comparable post-period trajectories. However, a systematic regional
divergence emerges for the Developing seniority group. Across both the 800-firm panel
and the top-300 firms by size, the European Union exhibits statistically significant
post-period employment growth within Customer Service Representatives. In contrast,
the corresponding estimates for the United States are not statistically significant in
either panel. While the raw dynamics in the U.S. suggest weaker or declining trends,
the estimated effects do not support a clear post-period expansion. As a result, the
positive developing-level adjustment appears specific to the European Union and
robust to alternative firm-size samples.

A complementary and compact way to summarize these patterns is to examine the
correlation between occupation-specific employment share changes and AI exposure
scores. Figure 6 reports Pearson correlations between occupation–seniority employ-
ment share changes and sentiment-share AI exposure scores, shown separately for
the United States and the European Union. For each seniority level, we report both
an unweighted correlation, where each occupation-seniority cell receives equal weight,
and an employment-weighted correlation, where cells are weighted by the number of
workers they represent.
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Figure 6. The x-axis in each chart is seniority level from 1 to 6, and the y-axis is Pearson
correlation r. For each seniority level, there are two bars: an unweighted correlation and
an employment-weighted correlation, shown with diagonal hatching. 95% confidence
intervals are described in Appendix I. The panel comprises 800 randomly sampled
companies.

Focusing first on the U.S. panel based on 800 randomly sampled firms in Figure 6,
the unweighted correlations are generally small and statistically indistinguishable
from zero in both regions. A similar pattern holds in the European Union, where
unweighted correlations are modest at low and mid seniority levels and increase
monotonically with seniority, reaching roughly 0.19 at seniority level 6. Taken in
isolation, these unweighted statistics suggest limited systematic alignment between
AI exposure and employment share changes when each occupation-seniority cell is
treated symmetrically. Once correlations are weighted by employment, however, a
much clearer pattern emerges. In both regions, employment-weighted correlations at
the lowest seniority levels are larger in magnitude and statistically significant. In the
European Union, the employment-weighted correlation is approximately −0.22 at
seniority level 1 and −0.18 at seniority level 2, with confidence intervals that exclude
zero. In the United States, the corresponding correlations are smaller in absolute value
but remain negative at early seniority levels, around −0.09 at seniority 1 and −0.08 at
seniority 2. These results indicate that exposure-linked employment contractions are
concentrated in occupation-seniority segments that account for a large share of total
employment. A negative Pearson correlation implies that occupations with higher AI
exposure scores tend to experience larger declines in employment shares.

Beyond early-career roles, the European Union exhibits a distinct and systematic
pattern. Employment-weighted correlations turn positive and rise steadily with se-
niority, becoming statistically significant at the highest seniority level. This indicates
that, in the E.U., higher AI-exposed occupations at more advanced seniority levels
are associated with relative employment growth. The United States does not display a
comparable pattern in the randomly sampled firm panel: employment-weighted corre-
lations at mid and higher seniority levels remain close to zero and are not statistically
distinguishable from zero. Notably, the European pattern observed in the 800-firm
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sample closely mirrors the dynamics found among the top 300 firms by size, whereas
in the United States the large-firm sample exhibits negative correlations at higher
seniority levels, indicating exposure-linked employment contraction even among more
senior roles (Figure J1). These results support a “canaries in the coal mine” interpre-
tation for early-career workers in both regions, while highlighting a distinct European
adjustment pattern in which higher-seniority, high-exposure roles appear compara-
tively insulated or even expanding. In contrast, workforce adjustments in large U.S.
firms appear to operate along the exposure margin across a broader segment of the
seniority distribution.

6. Discussion

In setting out to contribute empirical evidence on how labor demand is adjusting in
the early diffusion phase of generative AI, two observations stand out. First, the high-
level picture is remarkably aligned across regions once we net out firm-level shocks,
particularly for early career groups. Second, meaningful heterogeneity emerges when
we move from exposure quintiles to occupation-specific dynamics, suggesting that ag-
gregation can conceal economically relevant reallocations that matter for practitioners
and policymakers.

6.1. Comparing the United States and Europe Under a Harmonized
Design.

A central objective was to provide a like-for-like comparison across the United States
and the European Union using the same data source family, harmonized exposure
measures, and a specification that absorbs contemporaneous firm-level shocks. The
raw dynamics already reveal a common pattern: early-career employment contracts
after late 2022 in both regions, with declines of approximately 8.1 percent in the
E.U. and 8.6 percent in the United States for Early Career 1, and about 6.4 percent
in the E.U. and 7.2 percent in the United States for Early Career 2. In contrast,
Developing roles expand in both regions over the same window, with larger raw
growth in the E.U. (approximately 17.2 percent) than in the U.S. (approximately
10.3 percent). The regression-adjusted results show that, for both Early Career
1 and Early Career 2, higher exposure groups experience statistically meaningful
relative declines versus the low exposure reference. For Early Career 2, the end
of sample effects for high exposure quintiles are tightly similar across regions, on
the order of roughly minus 4 to minus 5 percent relative to Quintile 1 by October
2025. For Early Career 1, the end of sample gaps are smaller but still negative and
statistically concentrated among the most exposed groups. While the trend is similar
across regions, the differences are not large enough under this design to infer that
one region is experiencing substantially greater labor market disruption than the other.

At the same time, the results for higher seniority groups reinforce why firm-level
controls are essential for interpretation. For Developing and beyond, raw series can
look strongly stratified by exposure, but regression-adjusted effects are substantially
smaller and can change sign. In the E.U., only one intermediate exposure group re-
mains positive and significant at the end of the sample, while a higher exposure group
is negative and significant. In the U.S., some mid-exposure groups are positive and
significant, while the highest exposure groups are not distinguishable from zero. This
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gap between raw and adjusted patterns is informative: it implies that without absorb-
ing firm time variation, exposure gradients can partly reflect where employment is
expanding or contracting.

6.2. Occupation-Based Framework for Granular Monitoring.

The second objective was methodological and practical: to complement quintile-level
analyses with an occupation-based design that allows employment dynamics to
be examined occupation by occupation, revealing more granular and informative
patterns of adjustment. This focus is motivated by the need to understand how
reallocation unfolds across specific roles rather than only across exposure bins, while
also maintaining a framework that can be readily updated as the technology frontier
and adoption environment continue to evolve. When conditioning on a narrow O*NET
occupation, the analysis can reveal within-occupation reallocations across seniority
that are invisible in quintiles. The Customer Service Representatives example is
particularly instructive because it is large, plausibly exposed to LLM-relevant tasks,
and features a clear seniority structure. Within this single occupation, early career
groups contract in both regions, but the Developing category diverges. From an
applied perspective, this is not merely a statistical nuance. Firms make workforce and
people sustainability decisions at the job family level, not at the abstract exposure
quintile level. A logistics firm will care about planners, customer service, warehouse
supervisors, and procurement analysts, while a manufacturer will care about quality
roles, maintenance, and process engineers. The occupation-based framework supports
that decision-making logic directly: practitioners can focus on the occupations that
are common in their industry, examine whether adjustments are concentrated in
hiring pipelines or in mid-career roles, and benchmark against both regions.

A complementary summary examines the correlation between occupation by senior-
ity employment changes and AI exposure scores. This last panel helps picture a more
complex story. In the E.U., both the unweighted and weighted patterns highlight early-
career roles as the leading edge of adjustment, consistent with the share-sensitivity “ca-
naries” mechanism. In the U.S., the employment-weighted correlations indicate that
exposure-linked contraction is strongly present in large occupation groups, implying
that adjustment may be concentrated in scale-intensive job families. This implies that,
rather than reflecting only marginal adjustment at the hiring pipeline, the U.S. pattern
is also consistent with scale-intensive contraction in large, exposed occupation groups,
extending beyond the earliest career stages (especially in the top 300 firms subset).
Put differently, the E.U. pattern points to earlier adjustment at the margin of entry,
whereas the U.S. pattern suggests that exposure-related contraction is more visible
in the employment mass of exposed roles, even when the quintile event-study panels
appear comparatively muted and not statistically significant.

6.3. Limitations and Avenues for Extension.

Several limitations should temper interpretation and motivate follow-on work. The
underlying job data, while rich, may be skewed and not fully representative of the
regional picture. Selecting companies with more than 300 employees limits the study
to a ”large-firm” context that is blind to micro-shifts in employment structures,
which could potentially shift results (selection bias). We use the sentiment-share AI
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exposure scores, which are not comprehensive of the whole O*NET code universe,
as some of the tasks used to create the scores lack data. Furthermore, the empirical
design cannot fully capture all macro and geopolitical forces that shape labor demand
contemporaneously, including pandemic aftereffects, wars, energy price shocks, and
trade and tariff dynamics. While firm time fixed effects help absorb many firm-specific
shocks, broad region-wide or sector-wide shocks that differentially coincide with
exposure may still confound interpretation.

As studies suggest, exposure measures are imperfect proxies for adoption and ef-
fective capability. An occupation can be highly exposed yet see little adoption due
to regulation, data access constraints, or organizational inertia. Conversely, moderate
exposure occupations may adapt rapidly if the workflow integration is straightforward.
Finally, the current results focus on employment levels. A more comprehensive pic-
ture would require working-hours, wages, task composition, and mobility (particularly
whether early career contraction reflects reduced hiring, faster exits, or slower promo-
tions). Extending the occupation-based approach into a dynamic mobility framework
would be a natural next step, and it would connect directly to the occupation-specific
granularity that practitioners need when designing reskilling and internal transition
programs.

7. Conclusion

This paper provides cross-regional evidence on early labor market adjustments in
the AI age, using an exposure quintile framework in the spirit of the “Canaries
in the Coal Mine” approach. Our first contribution is a harmonized comparison
between the United States and the European Union based on large-scale worker
and firm microdata and an empirical design that absorbs firm-level shocks. Under
this framework, both regions exhibit a consistent pattern: Employment among early
career workers declines after late 2022, and the contraction is systematically larger
in more exposed groups. Once firm-level shocks are controlled for, the magnitude of
the exposure-adjusted gaps along the early career pipeline is broadly similar across
regions, suggesting that differences in raw employment trends do not translate into a
clear divergence in exposure-driven risk between the United States and Europe.

Our second contribution is analytical. We complement the quintile-based design
with an occupation-level sensitivity analysis that estimates employment changes
by occupation and seniority and then relates these objects to external exposure
measures. This perspective reveals heterogeneity that is mechanically averaged out
by coarse exposure bins and can therefore remain hidden in standard event study
panels. In practice, the occupation-based view shows that exposure effects can be
concentrated in specific job families, differ sharply across seniority levels, and even
reverse sign across regions within the same occupation. The case of Customer Service
Representatives illustrates this: While early career groups contract in both regions,
the Developing group, while expanding in Europe, does not show a clear direction in
the U.S.

Crucially, the correlation analysis confirms the “canaries in the coal mine” inter-
pretation at early career stages, with exposure-linked employment contractions con-
centrated among lower-seniority roles. At the same time, it reveals sharply different
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adjustment patterns across regions at higher seniority levels. In the European Union,
employment-weighted correlations suggest relative expansion even within occupations
classified as highly exposed to AI, particularly at advanced seniority levels. On the
other hand, in the United States, high-seniority roles, especially within larger firms,
exhibit correlations consistent with employment contraction in high-exposure occu-
pations. These patterns suggest that AI exposure alone is unlikely to fully account
for observed employment adjustments. Instead, the way AI adoption is reflected in
workforce reallocation may vary with firm characteristics and institutional context,
highlighting the importance of accounting for these dimensions when interpreting
exposure-employment relationships.

Acknowledgements and Disclosure

The authors would like to thank Prof. Michel Bierlaire for his support and insightful
feedback, as well as Prof. Amin Kaboli and Prof. Yossi Sheffi for their guidance and
constructive comments throughout the development of this work. The authors are
especially grateful to Pierre Thomas R. Bouquet for his continuous intellectual support
and constant motivation. This research did not receive any specific grant from funding
agencies in the public, commercial, or not-for-profit sectors. The authors declare no
financial relationships or other potential conflicts of interest that could have influenced
the research presented in this paper.

Use of AI

During the revision process, the authors used ChatGPT 5.2 to improve language clarity
and readability. The authors subsequently reviewed and edited the content as needed
and take full responsibility for the final manuscript.

Data Availability Statement

The authors confirm that the data supporting the findings of this study are available.
All experiments were conducted in a fully reproducible manner, and the source code is
publicly available at https://github.com/nicolobagnoli/Across-the-Atlantic.
Company-level information can be provided by the authors upon request.

References

Allen, Robert C. 2009. The British Industrial Revolution in Global Perspective. Cambridge:
Cambridge University Press.

Bick, Alexander, Adam Blandin, and David J. Deming. 2024. The Rapid Adoption of Gen-
erative AI. Working Paper 32966. National Bureau of Economic Research. https://www.
nber.org/papers/w32966.

Bouquet, Pierre, Nicolo Bagnoli, and Yossi Sheffi. 2025. “Estimating the Task Content of Work:
Workforce Design for AI-Driven Human–Robot Collaboration in Intralogistics.” Working
paper, compiled December 2025.

23

https://github.com/nicolobagnoli/Across-the-Atlantic
https://www.nber.org/papers/w32966
https://www.nber.org/papers/w32966


Bouquet, Pierre, Yossi Sheffi, and Amin Kaboli. 2026. News Sentiment as a Dynamic Predic-
tor of Job Automation Risk. Research Paper 2026/002. MIT Center for Transportation &
Logistics. Available at SSRN.
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Appendix A. O*NET Data Examples

This appendix provides concrete examples of the O*NET tables used in the paper and
clarifies how O*NET organizes task statements into higher-level work elements. The
example tables shown below are reproduced from Bouquet, Bagnoli, and Sheffi (2025).

A.1. O*NET Structure and Task Hierarchy

O*NET represents work content using a hierarchical structure that links very spe-
cific task statements to broader work-activity groupings. Figure A1 summarizes the
hierarchy.

At the most granular level, Tasks are specific statements that are tied to an oc-
cupation. These tasks can be linked to multiple Detailed Work Activities (DWAs),
reflecting that a single task may contribute to more than one broader activity cate-
gory. DWAs are shared across occupations and serve as a standardized intermediate
layer.

DWAs are then mapped to Intermediate Work Activities (IWAs), and each IWA
is mapped to a Generalized Work Activity (GWA). IWAs and GWAs are also shared
across occupations and provide increasingly broad descriptions of work content. In
practical terms, this hierarchy enables aggregation from occupation-specific tasks to
comparable, cross-occupation work activities that can be used for measurement and
analysis.

Figure A1. O*NET task hierarchy used for aggregation. Tasks are occupation-specific
statements. Tasks may map to multiple DWAs (many-to-many). Each DWA maps to
a single IWA (many-to-one), and each IWA maps to a single GWA (many-to-one).
DWAs, IWAs, and GWAs are standardized groupings shared across occupations.

A.2. Survey Mode and Reported Task Ratings

Task information in O*NET is primarily collected through structured surveys admin-
istered to incumbent workers and occupation analysts. For a given occupation, respon-
dents first indicate whether a task is relevant using a binary relevance screen. Tasks
marked as not relevant are not rated further, and the resulting relevance statistics
provide a direct measure of whether a task is performed in that occupation.

For tasks deemed relevant, respondents report how frequently the task is performed
using a seven-category frequency scale1. O*NET reports, for each occupation-task

1Frequency-of-Task (FT) categories: 1 = Yearly or less, 2 = More than yearly, 3 = More than monthly, 4 =
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pair, the share of respondents selecting each frequency category, along with sample
sizes and design-adjusted standard errors.

O*NET also provides normal-theory confidence intervals, motivated by its sampling
design and standard asymptotic arguments. In the main text, we treat the published
task-frequency estimates as approximately normally distributed for the purposes of
uncertainty propagation. Throughout the paper, we treat O*NET task measures and
external employment counts as independent inputs, as they originate from distinct
collection systems.

A.3. Data Table Examples

Tables A1 and A2 provide illustrative rows for the occupation 11-1011.00 Chief

Executives. These examples are intended to make the structure of the underlying
O*NET tables explicit. Both example tables are reproduced from Bouquet, Bagnoli,
and Sheffi (2025).

More than weekly, 5 = Daily, 6 = Several times daily, 7 = Hourly or more.
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Appendix B. Share-Weighted Sentiment Exposure Summary.

B.1. Distribution of Share-Weighted Sentiment Exposure

Table B1. Share-weighted sentiment exposure: summary statistics and extreme job
titles.

Panel A: Job-level exposure score statistics (N=796)

Mean 0.4411

Std. dev. 0.0711

Min 0.2694

Max 0.6921

Panel B: Top 10 most exposed job titles

Administrative Law Judges, Adjudicators, and Hearing Officers 0.6921

Judges, Magistrate Judges, and Magistrates 0.6870

Court Reporters and Simultaneous Captioners 0.6779

Judicial Law Clerks 0.6664

Lawyers 0.6621

Title Examiners, Abstractors, and Searchers 0.6591

News Analysts, Reporters, and Journalists 0.6579

Arbitrators, Mediators, and Conciliators 0.6387

Historians 0.6209

Editors 0.6176

Panel C: Top 10 least exposed job titles

Control and Valve Installers and Repairers, Except Mechanical Door 0.2694

Motorcycle Mechanics 0.2811

Paper Goods Machine Setters, Operators, and Tenders 0.2829

Farm Equipment Mechanics and Service Technicians 0.2837

Dishwashers 0.2839

Tree Trimmers and Pruners 0.2934

Maintenance Workers, Machinery 0.2957

Mobile Heavy Equipment Mechanics, Except Engines 0.2996

Agricultural Equipment Operators 0.3014

Watch and Clock Repairers 0.3019

B.2. Comparison Between Unweighted and Share-Weighted Exposure
Metrics

Figure B1 compares occupation-level unweighted sentiment exposure scores to their
share-weighted counterparts for the α, β, and γ rubric dimensions. Each panel plots the
unweighted score on the horizontal axis against the corresponding share-weighted score
on the vertical axis, with the 45-degree line indicating perfect agreement. Reported
correlations are Pearson correlations, capturing linear association in levels rather than
rank similarity. Across dimensions, the correlations are positive but heterogeneous
in magnitude. For β and especially γ, the correlations suggest closer alignment be-
tween unweighted and share-weighted measures along those dimensions. Taken to-
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gether, these patterns indicate that share-weighting does not simply rescale exposure
uniformly across occupations, but instead alters exposure in ways that depend on how
concentrated exposure-relevant tasks are in the workday. While the distributions of
the underlying measures differ, being more concentrated and approximately Gaussian
for the sentiment scores, and more diffuse for the alternative exposure metric, this
difference in marginal distributions does not drive the observed correlations. In partic-
ular, Spearman rank correlations (reported in the main text), which are invariant to
monotonic transformations and depend only on ordinal rankings, yield values similar
to those of Pearson. This indicates that the association reflects a stable alignment in
occupational rankings rather than being mechanically induced by distributional shape.
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Figure B1. Unweighted versus share-weighted sentiment exposure scores by rubric
dimension. Notes: Each panel plots occupation-level unweighted exposure against time-
weighted exposure. Dashed lines denote perfect agreement. Reported correlations are
Pearson correlations.

Appendix C. DOW Microdata Summary Statistics

Table C1 reports summary statistics for the DOW microdata used in the analysis.

Table C1. Microdata summary statistics (DOW microdata)

Variable N Unique Top value Top freq. Missing

user id 4,315,587 3,269,235 NA 45 0

position id 4,315,587 4,315,587 NA 1 0

company id 4,315,587 30 NA 712,437 0

seniority 4,315,587 7 1 1,247,088 0

salary 4,314,842 3,838,617 291,334.99 38 745

onet code 4,314,870 994 15–1252 325,233 717

startdate 3,970,640 873 2022–01–01 70,646 344,947

enddate 2,025,089 69 2022–08–01 72,370 2,290,498

highest degree 3,044,941 6 Bachelor 1,589,343 1,270,646

sex predicted 4,315,587 3 M 2,521,163 0

eth predicted 4,314,213 6 White 2,675,673 1,374
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Appendix D. Microdata Summary Statistics by Region

This appendix reports summary statistics for the E.U./U.S. microdata in the 2015-
2025 period.

D.1. European Union

Table D1. Microdata summary statistics: European Union

Variable N Unique Top value Top freq. Missing

user id 21,369,981 12,808,411 NA NA 0

position id 21,369,981 21,369,981 NA NA 0

company id 21,369,981 2,150 NA 376,229 0

seniority 21,369,981 7 2 6,229,896 0

country 21,369,981 27 France 4,726,710 0

salary 21,368,283 9,689,519 223,986.24 NA 1,698

onet code 21,367,143 1,009 15–1299.00 898,873 2,838

startdate 20,132,666 964 2018–01–01 227,902 1,237,315

enddate 14,321,501 173 2022–09–01 177,808 7,048,480

weight 21,369,981 10,798,846 NA 67,787 0

highest degree 12,439,355 6 Master 6,610,433 8,930,626

sex predicted 21,369,981 3 M 12,227,555 0

eth predicted 21,368,064 6 White 18,491,980 1,917

region 21,369,981 1 E.U. 2,136,9981 0

D.2. United States

Table D2. Microdata summary statistics: United States

Variable N Unique Top value Top freq. Missing

user id 4,764,5193 28,235,297 NA NA 0

position id 4,764,5193 4,764,5193 NA NA 0

company id 4,764,5193 3,907 NA 921,971 0

seniority 4,764,5193 7 1 15,512,312 0

salary 4,764,1289 17,164,535 680,000.0 NA 3,904

onet code 4,763,7433 1,010 15–1252.00 1,852,068 7,760

startdate 4,359,3759 958 2022–01–01 487,623 4,051,434

enddate 3,006,5397 186 2022–08–01 447,974 17,579,796

weight 4,764,5193 21,350,318 NA 619,129 0

highest degree 3,340,8009 6 Bachelor 18,193,894 14,237,184

sex predicted 4,764,5193 3 M 26,522,419 0

eth predicted 4,763,1732 6 White 32,498,209 13,461

region 4,764,5193 1 U.S. 4,764,5193 0
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D.3. Global Company Descriptive Statistics

Table D3. Company-level employee count statistics in the constructed dataset.

Statistic Value

Average positions per company 11,308.21

Median positions per company 2,873.00

Minimum positions in a company 373

Maximum positions in a company 771,223

Standard deviation 31,615.74

10th percentile 749

25th percentile 1,302

50th percentile 2,873

75th percentile 8,152

90th percentile 25,084

95th percentile 47,778

99th percentile 129,751

Appendix E. Additional Figures: Exposure Scores
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Appendix F. E.U. vs U.S. Additional Figures and Tables

F.1. Raw trends panels (rotated for readability)
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F.2. Regression Tables: Raw Differences vs PPML Adjusted Effects
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Appendix G. Robustness Checks by Subsample

Below are robustness checks for the E.U.–U.S. analysis using alternative subsample
definitions. For each case, the empirical specification is unchanged relative to the
baseline; only the underlying workforce sample varies. The figures below document
that the qualitative employment dynamics across AI exposure quintiles remain stable,
with increased uncertainty driven solely by smaller sample sizes.

Figure G1. U.S.: employment dynamics by AI exposure, restricted to male workers.
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Figure G2. U.S.: employment dynamics by AI exposure, restricted to female workers.
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Figure G3. E.U.: employment dynamics by AI exposure, restricted to male workers.
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Figure G4. E.U.: employment dynamics by AI exposure, restricted to female workers.

We test on Ethnicity and if a Job is considered a ”tech-job” or not (filtering SOC
titles starting with ”15-1”) and find no greater patterns to report. Results are on the
git and omitted for reasons of length.
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Appendix H. Customer Service Representatives (O*NET 43-4051.00)
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(d) Mid-Career 1
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(e) Mid-Career 2
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(f) Senior

Figure H1. United States: Occupation-level employment dynamics for Customer Ser-
vice Representatives by seniority. Each panel reports Poisson event-study estimates
relative to the October 2022 baseline. The panel is for the top 300 companies in size
in the U.S..
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(d) Mid-Career 1
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(e) Mid-Career 2
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(f) Senior

Figure H2. European Union: Occupation-level employment dynamics for Customer
Service Representatives by seniority. Each panel reports Poisson event-study estimates
relative to the October 2022 baseline. The panel is for the top 300 companies in size
in the E.U.
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(d) Mid-Career 1
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(e) Mid-Career 2
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(f) Senior

Figure H3. United States: Occupation-level employment dynamics for Customer Ser-
vice Representatives by seniority. Each panel reports Poisson event-study estimates
relative to the October 2022 baseline. The panel is for randomly sampled 800 compa-
nies in the U.S.
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(e) Mid-Career 2
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(f) Senior

Figure H4. European Union: Occupation-level employment dynamics for Customer
Service Representatives by seniority. Each panel reports Poisson event-study estimates
relative to the October 2022 baseline. The panel is for randomly sampled 800 compa-
nies in the E.U.

Appendix I. Monte Carlo Construction of Confidence Intervals for
Correlations

The key reason for using a Monte Carlo (MC) procedure is that the object being cor-
related with exposure is not a directly observed outcome: it is an estimated PPML
event-study coefficient (and a nonlinear transformation of it), which carries sampling
uncertainty. The MC procedure propagates that coefficient-level uncertainty into un-
certainty over the correlation itself. In the event-study PPML specification, the period-
specific effects enter as coefficients on indicators (denoted δo,k in the main text). For
each occupation i within a given seniority group (and region), we observe a fixed ex-

posure score xi and we estimate a last-period event-study coefficient δ̂i with standard
error SEi. Because PPML is estimated on the log scale, δ̂i is interpreted as a log
change relative to the omitted baseline period. For interpretability, we convert this
estimated log effect into a percent change via the standard transformation

yi = 100
(
exp(δ̂i)− 1

)
.

We then compute the Pearson correlation across occupations within the seniority group
between exposure and estimated impact, i.e., Corr(xi, yi). We compute both an un-
weighted correlation (each occupation contributes equally) and a weighted correlation
that assigns each occupation a weight wi. A naive confidence interval for a correlation
typically assumes both variables are directly observed without estimation error. Here,
however, the quantity yi is itself a transformation of an estimated coefficient. This
matters for two reasons. First, δ̂i has sampling uncertainty summarized by SEi, so
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yi inherits uncertainty even if xi is fixed. Second, the mapping δ 7→ 100(exp(δ) − 1)
is nonlinear, so uncertainty that is approximately symmetric on the log scale can be-
come asymmetric on the percent-change scale. In such settings, a percentile-based MC
interval is a clean way to capture the induced distribution of the correlation without
relying on linear approximations. The MC construction proceeds as follows. For each
occupation i, we approximate the sampling distribution of the coefficient by a nor-
mal distribution centered at the estimate with variance equal to the squared standard
error:

δ
(r)
i ∼ N

(
δ̂i, SE

2
i

)
,

where r ∈ {1, . . . , R} indexes Monte Carlo draws. For each draw r, we transform the
simulated coefficient into a simulated percent change

y
(r)
i = 100

(
exp(δ

(r)
i )− 1

)
,

and then recompute the correlation across occupations using the fixed exposure values
xi. In the unweighted case, the simulated correlation is

ρ(r) = Corr
(
xi, y

(r)
i

)
.

In the weighted case, we compute the weighted Pearson correlation, which can be
written as

ρ(r)w =

∑
iwi (xi − x̄w) (y

(r)
i − ȳ

(r)
w )√∑

iwi (xi − x̄w)2
√∑

iwi (y
(r)
i − ȳ

(r)
w )2

,

where x̄w =
∑

i wixi∑
i wi

and ȳ
(r)
w =

∑
i wiy

(r)
i∑

i wi
. Repeating this for R draws yields an empirical

distribution {ρ(1), . . . , ρ(R)} (or {ρ(1)w , . . . , ρ
(R)
w }). We report a 95% confidence interval

using the 2.5th and 97.5th percentiles of the simulated correlations:

CI95 =
[
percentile2.5

(
ρ(r)

)
, percentile97.5

(
ρ(r)

)]
.

In this implementation, we do not resample occupations; the observed occupation set
within each seniority bucket is treated as the analysis population. The only uncertainty
propagated is the measurement uncertainty of δ̂i captured by SEi. This is appropriate
when the goal is to reflect estimation uncertainty from the underlying PPML model
in the correlation summary, while keeping the composition of occupations fixed.
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Appendix J. Top 300 companies by size correlation panel
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(a) United States
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(b) European Union

Figure J1. The x-axis in each chart is seniority level from 1 to 6, and the y-axis
is Pearson correlation r. For each seniority level, there are two bars: an unweighted
correlation and an employment-weighted correlation, shown with diagonal hatching.
95% CI calculations are described in Appendix I. The panel comprises the top 300
companies by size in the dataset.

52


	Introduction
	Related Literature
	Data
	O*NET Occupational Data
	Exposure Scores
	Rubric-Based LLM Exposure Scores
	Sentiment-Based Exposure Scores
	Share-Weighted Sentiment Exposure (Novel Approach)

	Revelio Labs Workforce Microdata
	Firm Universe
	Geographic Scope, Timeframe, and Seniority Definition
	U.S. and E.U. Sample Construction


	Methods
	Exposure Quintiles
	Firm by Quintile Event Study with Firm–Time Effects
	Occupation Level Within Firm Reallocation With an Offset

	Results
	Share Weighted Exposure Metrics
	E.U. vs U.S. - Quintile-Based
	Sample construction and coverage
	Raw Employment Dynamics
	Regression-Adjusted Effects
	Robustness Checks

	E.U. vs U.S. – Occupation Based

	Discussion
	Comparing the United States and Europe Under a Harmonized Design.
	Occupation-Based Framework for Granular Monitoring.
	Limitations and Avenues for Extension.

	Conclusion
	O*NET Data Examples
	O*NET Structure and Task Hierarchy
	Survey Mode and Reported Task Ratings
	Data Table Examples

	Share-Weighted Sentiment Exposure Summary.
	Distribution of Share-Weighted Sentiment Exposure
	Comparison Between Unweighted and Share-Weighted Exposure Metrics

	DOW Microdata Summary Statistics
	Microdata Summary Statistics by Region
	European Union
	United States
	Global Company Descriptive Statistics

	Additional Figures: Exposure Scores
	E.U. vs U.S. Additional Figures and Tables
	Raw trends panels (rotated for readability)
	Regression Tables: Raw Differences vs PPML Adjusted Effects

	Robustness Checks by Subsample
	Customer Service Representatives (O*NET 43-4051.00)
	Monte Carlo Construction of Confidence Intervals for Correlations
	Top 300 companies by size correlation panel

